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optim

izing
storage

access
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are
system
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w

as
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H
IC
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currently
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w
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the
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A

R
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ent
in
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ata
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m
id
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the
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M
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D

ata
C
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and
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er
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d

esigned
to
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scalability,up
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100
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queries,10
M
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across

7
event

com
ponents.

T
he
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the

staging
of

"bund
les"

of
files

from
the

H
PSS

tape
system

,
so

that
all

the
need

ed
com

ponents
of

each
event

are
in

d
isk

cache
w

hen
accessed

by
the

application
softw

are.
T

he
initial

im
plem

entation
interfaced

to
the

O
bjectivity/D

B
.

In
this

latest
version,

it
evolved

to
w

ork
w

ith
arbitrary

files
and

use
C

O
R

B
A

interfaces
to

the
tag

d
atabase

and
file

catalog
services.
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System
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ST
A

C
S

has
3

m
ain

com
ponents:

1)
T

he
Q

uery
E

stim
ator

(Q
E

),
that

uses
the

ind
ex

to
d

eterm
ine

w
hat

files
and

w
hat

events
are

need
ed

to
satisfy

a
given

range
query.

2)
T

he
Q

uery
M

onitor
(Q

M
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that
keeps

track
of

w
hat

queries
are

executing
at

any
tim

e,
w

hat
files

are
cached

on
behalf

of
each

query,w
hat

files
are

not
in

use
but

are
still

in
cache,

and
w

hat
files

still
need

to
be

cached
.

T
he

Q
uery

M
onitor
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an

ad
d

itional
m

od
ule,

called
the

C
aching

Policy
m

od
ule,

3)
T

he
C

ache
M

anager
,

that
is

responsible
for

interfacing
to

the
m

ass
storage

system
(H

PSS)
to

perform
all

the
actions

of
staging

files
to

and
purging

files
from

the
d

isk
cache.

In
the

m
ulti-com

ponent
event
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od

el,
each

event
is

parti-tioned
into

several
com

ponents,
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as
"tracks",

"hits",
and

"raw
".

W
e
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the
term

"file
bund

le"
to
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to

the
ord

ered
set

of
files,one

for
each

com
ponent,that

need
s

to
be

in
cache

at
the

sam
e

tim
e

to
process

events
w
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com

ponents
are

in
these

files.
Scalability

testing
w
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d
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for

the
purpose

of
find

ing
areas

w
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the
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can
potentially

break
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the
num

ber
of

events,files,and
queries

increases.
A

test
d

ataset
w

as
set

up
for

about
10

m
illion

events,
each

partitioned
into

7
com

ponents,
organized

into
som

e
4700

files,
totaling

about
1.6

T
B

.
A

ll
tests

w
ere

successful,
and

the
system

has
been

running
for

up
to

a
w

eek
w

ithout
any

failure
in

our
test.

T
he

ST
A

R
experim

ent
has

ad
opted

the
M

ySQ
L

d
atabase

to
keep

record
s

of
d

ata
files

and
their

prod
uction

history.
R

ecord
s

for
all

files
are

kept
in

one
d

atabase
table

–
fileC

atalog.
D

uring
the

event
reconstruction

a
set

of
structures

containing
selected

event
inform

ation
is

saved
as

the
tag

com
ponent

of
the

event
(about

500
in

ST
A

R
).T

he
ST

A
R

event
tags

consist
of

overall
event

sum
m

ary
tags,

d
aq/online

tags,
and

a
set

of
useful

physics
tags.

T
hese

tags
are

used
to

constructthe
ind

ex
used

by
ST

A
C

S.
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